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Motivation for using Gaussian processes

Image source: https://medium.com/geekculture/what-is-gaussian-process-intuitive-explaination-fcee3c78c587



Definition of Gaussian processes

A Gaussian process f(x) is a collection of random variables, any finite number of which are Gaussian.



Kernel functions 
● Radial basis function

● Other examples such as polynomial, periodic 



Example of Gaussian processes

Image source: C. E. Rasmussen & C. K. I. Williams, Gaussian Processes for Machine Learning, the MIT Press, 2006, ISBN 
026218253X. c 2006 Massachusetts Institute of Technology. www.GaussianProcess.org/gpml



Likelihood function 

Describes the noise in the observations



Additive Gaussian processes

Assign each dimension a base kernel 



Additive Gaussian processes

Assign each dimension a base kernel 



Additive Gaussian processes



Newton’s Identities

Let be n-th power sum.

Let be n-th elementary symmetric polynomial.

Then



Model fitting 

● Overfitting

● Choice of train-test split 

● Multiple local minima



Attempt #2: Holder Automatic Additivity 
Determination (HAAD) Kernel



Attempt 3#: ExtendoLengthscalo (EL) Kernel



Orthogonal RBF

Introduce constraint:

is the density for the corresponding input feature 

Consider decomposing the Gaussian process as





Questions

Thank you for listening!


