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1 Time Series
A stationary process X = (Xt) is related to ǫ = (ǫt), a white-noise process with variance
σ2, by

Xt =

∞
∑

r=−∞

arǫt−r (∗)

and this relationship can be inverted, as

ǫt =
∞
∑

r=−∞

brXt−r. (∗∗)

Under what conditions on the coefficients in (∗) and (∗∗) is this relationship:

(i) causal?

(ii) invertible?

Consider an ARMA(p, q) process given by

φ(B)Xt = θ(B)ǫt (†)

where φ(z) ≡ 1 −
∑p

r=1
φrz

r and θ(z) ≡ 1 +
∑q

s=1
θsz

s are polynomials, and B is the
back-shift operator. Under what conditions is (†) a causal and invertible representation?

The stationary ARMA(1, 1) process X can be represented as

Xt = 2Xt−1 + 2ǫt−1 + ǫt. (‡)

Is this representation causal and/or invertible?

Show that X has an alternative ARMA(1, 1) representation as

Xt =
1

2
Xt−1 +

1

2
ηt−1 + ηt

for some white-noise process η of variance σ2.

Compute the best linear predictor of X1, based on the semi-infinite history (Xt :
t 6 0). [You are not required to prove convergence of infinite series.]
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2 Time Series
Let X = (Xt) be a weakly stationary process with autocovariance function

γ = (γr : r = 0, 1, . . .). When does the spectral density function f : [0, π] → R of X
exist? For the case that it does, express f(ω) in terms of γ, and γk in terms of f .

Show that, if Z = X+Y (i.e., Zt = Xt+Yt, all t), where X and Y are independent
stationary processes with respective spectral densities fX and fY , then Z has spectral
density fZ = fX + fY .

Suppose now that X has the ARMA(1, 1; θ, φ) representation:

Xt = φXt−1 + θǫt−1 + ǫt

where the driving white noise process ǫ has variance v; and that Y is white noise with
variance w, independently of X . What is the spectral density of X? Find the spectral
density of Z = X + Y , and hence show that Z can be represented as ARMA(1, 1;α, φ),
where

(

1 + α

1− α

)2

=
v(1 + θ)2 + w(1− φ)2

v(1 − θ)2 + w(1 + φ)2
.

Find the variance λ of the white noise process driving this representation, in terms
of (θ, φ, v, w, α).

3 Monte Carlo Inference
Describe the Box-Muller algorithm for generating independent random variables

from the standard normal distribution Norm(0, 1), and explain why it works.

Explain how this algorithm could be applied to generate independent binary
variables Y1, . . . , Yn, such that Pr(Yi = 1) = Φ(xi), where Φ is the standard normal
distribution function and x1, . . . , xn are given constants.

Now suppose Pr(Yi = 1) = Φ(βxi) where β is an unknown parameter which is
assigned a Norm(0, 1) prior distribution. We observe Yi = yi (i = 1, . . . , n), and wish
to simulate from the posterior distribution of β. Explain in detail how you could use
data augmentation and Gibbs sampling to do this. [You need not compute the required
distributions explicitly, but should indicate how you would simulate from them.]
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4 Monte Carlo Inference
An observable X arises from one of a finite collection {Mj : j ∈ J } of possible

models. The prior probability that model Mj is operating is ̟j . When it is, X has
density function pj(x | θj), where θj ∈ R

dj is a parameter having prior density πj(θj) with
respect to Lebesgue measure on R

dj . A reversible jump Markov chain Monte Carlo (RJ-
MCMC) algorithm is used to estimate the posterior distribution over models, as well as
within models, given data X = x. For the special case that a move is proposed between
distinct models of equal dimension, explain how this operates, and in particular specify
the acceptance probability. [No proofs are required.]

Random variables X1,X2 have independent Poisson distributions. There are two
possible models. Under model M1, Xi has mean γi (i = 1, 2), where γ1 and γ2 are assigned
independent Γ(a, b) prior distributions (a, b > 0 known). Under model M2, both X1 and
X2 have the same mean, γ1, with prior distribution Γ(a, b). Initially both models are
regarded as equally probable. We observe (X1,X2) = (x1, x2) and wish to use a RJ-
MCMC procedure to estimate the posterior probabilities of the two models. Describe
suitable moves between the two models.

[Hint: Regard M2 as having an additional parameter γ2 that has no effect on the
distribution of (X1,X2).]

END OF PAPER
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